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LDPC code is a powerful FEC coding scheme with good error performance under very low BER. For implementation in

OFDM scheme, particular decoding algorithm is needed. The project is to implement FEC for OFDM and analyze the system

performance with LDPC codes along with two decoding algorithm on OFDM over a AWGN channel. Bit flipping (BF) and

sum product algorithm (SPA) are compared for their decoding performance. The parameter used for observation are BER

over EbN0. The results obtained shows that the LDPC codes on OFDM can reduce error 1.5 % in average compared with

without LDPC. Also that SPA decoding can perform better than the BF.
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1. INTRODUCTION

Forward error correction (FEC) is a process adding
extra symbols to the message to be transmitted and use
symbols in the decoding process to correct the errors
introduced by the channel. FEC is implemented in form
of turbo codes, conventional code, or LDPC.

Low Density Parity Check (LDPC) code is a powerful
FEC coding scheme that can achieve good error
performance or very low BER. Specifically, data is
transmitted by a sequence of pulses, and the system must
ensure that these pulses are received with a acceptable
rate of error. LDPC was first proposed by Gallager in 
19621, but its potential remained undiscovered for many
years, due to the computational demands for simulation.
The field of forward error correction was by then 
dominated by highly structured algebraic block and
convolutional codes.

Basically there are two possibilities to represent
LDPC codes. As a linear block codes it can be described
via matrix, and with graphical representation2. The
characteristics of today’s signal processing makes it likely
to implement LDPC the matrix representation, while
using the graph as an illustrious means.
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For the decoding, various applicable algorithms were
discovered independently several times and comes under
different names. This paper worked with two of those
algorithms. The bit flipping (BF) is based on a hard
decision between 0 and 1 for every bit received, while
sum product algorithm (SPA) employs iterative method of
decoding3.

This work has implemented LDPC and test its
performnace on OFDM system, by using two variations
of decoding algorithms.

LDPC for OFDM has commended considerable
attention from many related researchers, particularly in
conjunction with optical communication. The urge for
next generation optical network led to the development of
optical OFDM. And the different nature of signals and
disturbance for this needs gave rise to importance of FEC
i.e. LDPC4,5. This work is part of continuing project on
software defined communication which previously
weighted more on OFDM 6,7, and is currently directed
toward OOFDM and SDOT.

This paper is organized as follows. Section 2 present the
LDPC methods, along with the decoding algorithms. In
section 3, implementation and obsevation method is
given. The simulation results are presented in section 4.
Finally the work is summarized in the last section.
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2. LDPC CODE AND DECODER

We begin by defining LDPC and its generation 8,9,10.
One can define LDPC to matrix with dimension m x n.
The rows and column m,n, are associated with the check
nodes and bit nodes11. For the example matrix (3,6), we
can look the figure 1.

൭
1 1 0
1 0 0
1 1 1

0 1 0
1 0 1
0 0 1

൱

Fig.1. LDPC Representation with matrix (left) and Tanner
graph (right)

Initially parity check matrix is generated, and used to
create generator matrix by Gaussian elimination method.
Two types of parity matrices in LDPC coding are
Regular and irregular matrices. Regular matrix is one
with fixed number of column weight Wc and row weight
which is given by Wr = Wc(n/m). Irregular matrix has
columns and rows with varying weights, meaning the bit
nodes and check nodes are not fixed. In this project, we
used irregular parity check matrix, having been reported
to have better performance than the regular ones 12.

In implementation, the matrix dimension is based on
the system, i.e. how the matrix is used on further process.
Let us consider a 3x6 parity matrix as shown below.

ܣ = ൭
1 1 0
1 0 0
1 1 1

0 1 0
1 0 1
0 0 1

൱ (1)

The parity matrix is later to be used to check the
codeword (information signals). Therefore it is
accommodating to be presented in the standard form as in
formula 2 2, and Gauss Jordan elimination method suit the
puspose well.

H = [A | In-k ] (2)

The resulting parity check matrix in its standard
form is as shown below:

ܪ = ൭
0 1 1
1 1 0
1 1 1

1 0 0
0 1 0
0 0 1

൱ (3)

Obtained parity matrix H is then translated to
standard form generator matrix as in formula 4.

G = [Ik|A
T] (4)

ܩ = ൭
1 0 0
0 1 0
0 0 1

1 0 1
1 1 1
0 1 1

൱ (5)

The information bits U are then encoded by
multiplying it with the generator matrix above, to obtain
the codeword C as given in formula 6.

C = U G (6)

A valid codeword can be verified using formula 7. If
the equation results in nonzero, it is identified that there is
error bit within the message.

H CT = 0 (7)

For LDPC decoding, as said this works used two
common schemes, i.e. the bit flipping and sum product
algorithm.

Bit flip decoding is based on a hard decision (‘0’ or
‘1’) for every bit received. Part of significant of decoding
bit flip is message passing between node on Tanner graph.
Bit flipping or hard decision decoding is described as
follows3:

1. Initialization: every variable node is a receive
channel and sending message to check node with
connection,in which case a value is assigned in the
tanner graphic.

2. Parity update: with the use of variable node, every
node checked the equation needed to be completed
by parity check. When all equation is complete,
algorithm will stop. Every check node also sends
message to variable node through parity check
concerning the status, whether it is complete or not.

3. Variable update; if the majority of data received are
not completed, variable node change is activated, i.e.
flipped. And then back to the second step, when total
iteration maximum much and codeword not yet
valid, then algorithm stop and the message is fail to
converge report.

The sum product algorithm is an iterative process,
whereby each iteration is divided into two half iteration
processes. The first half includes processing the received
message (v nodes) and sending the output to the
connected nodes (c nodes). The second half includes the c
node which process the received message and sending the
output back to the v nodes connected 13.

Using the log version of the sum product algorithm,
the probabilities calculations are performed as follows 3.

Count probability value priorilog - likehood ratios
from bit received.

=൯ݍ൫ܮ (ݒ)ܮ =
ଶ௬

ఙమ
= ܮܴܮ  (8)

Process from check node go in the variable node,
count probability value extrinsic from a check node to-j to
variable node to-i. Probability value extrinsic depend on
probability variable node to-i’ each to connect to check
node to-j except variable node to-i (Lrji).
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Combination probability value intrinsic and extrinsic
from every variable node, and than count value total LLR
from variable node to-i. If total LLR from negative
channel, so value bit ‘1’, and otherwise when the total
LLR from positive channel, so value bit ‘0’.

ܮ ൌ +ݎ א݆∑ ܮܣ (10)

With use value from LLR total from every variable
node, every check node checked what parity check
equation completed (s=cHT). If amount parity check
equation is complete, algorithm will be stop. If not,
process will be continue for the next iteration.

For sent back value Lji to every information check,
message from variable node to-i to check node to-j is sum
of Lqij without component Lrj’i for received from check
node to-j.

ܮܳ ൌ +ݎ א݆∑ ᇱܮܣ (11)

3. CODE IMPLEMENTATION

LDPC encoder is implemented on according to the
flow in Figure 2, with consideration of 14. The steps starts
with initiolization which basically where the parameters
are declared or determined, among others are the matrix
dimensions. The of the process steps are as explained in
part 2.

Figure 2. LDPC implementation

The LDPC process is then tested as part of
transmission system, i.e. OFDM. First it was tested as a
pre-process in PSK modulation scheme, as a step toward
OFDM implementation scheme.

For the decoding part, the SPA and bit flip algorithm
were implemented as shown in Table 1 and 2 3,8.

Table 1. Bit Flipping implementation

Received vector
Set maximum iteration & hard decision
Check node

C HT = 0
Calculate BER

Table 2. SPA implementation

Initialize
Variable update, Lrji

Check update, Lqij
Code Estimation
Syndrome Check C HT = 0

Calculate BER

The implementation on OFDM system was as shown
in Figure 3, continuoing the previous work6, aligned with
other references15,16. The data was fed to the system as
series of 256 bit packet, thus the bit error rate was
observed each of those packet, and averaged for one
transmission.

Figure 3. OFDM system scheme testing

The parameter for the data collecting are listed in
table 3. Some were set i.t the modulation, channel and the
LDPC matrix dimension. The noise level was varied for
both methods of decoding.

Table 3. Testing parameters

Modulation BPSK
Channel AWGN
LDPC Matrix Rows =190 and Cols=576
Decoding 1. Bit Flipping Algorithm

2. Sum Product Algorithm
Maximum number
of iterations

100

Eb/No 2-5

4. IMPLEMENTATION RESULT

Figure 4 shows the error performances for LDPC
implementation with both the bit flipping and SPA
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decoder over AWGN channel. The y - axis represents the
bit error rate, which is the ratio of the number of bits
incorrectly received to the total number of bits sent within
a specified time interval. For a given communication
system, the bit error ratio will affected by the data
transmission rate. The results comparison analysis was
performed.

Figure 4. BER result of OFDM with various LDPC

Comparison also made, between OFDM without
LDPC and with LDPC on OFDM using BFA and SPA
decoding. The figure 2 shows that Bit Error Rate (BER)
in variation EbN0. The BER of the LDPC on OFDM
modulation is lower than the BER for OFDM without
LDPC. This shows that using LDPC code is a more
efficient code. The implementation of LDPC in
simulation results that SPA Decoding is better than BFA
Decoding because SPA has a lower BER than BFA
Decoding.

5. CONCLUSIONS

The simulation with higher value of Eb/No produces
the better result. The results obtained shows that the
LDPC codes on OFDM can reduce error 1.5 % in average
compared with without LDPC. The lowest BER average
value of LDPC on OFDM over AWGN channel is 0.008.
The highest BER average value over AWGN channel is
0.0434.

SPA Decoding is better than BFA Decoding because
SPA has a 1.5 % lower BER than BFA Decoding.

Further investigations on higher Eb/No is to be done
to confirm the pattern seen between the two decoder. Also
investigation for transmission over multifarious channel
such as Rayleigh or Rician.
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