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Abstract 

Breast cancer is the most important cause of death among women. A prediction of breast 
cancer in early stage provides a greater possibility of its cure. It needs a breast cancer 
prediction tool that can classify a breast tumor whether it was a harmful malignant tumor or un-
harmful benign tumor. In this paper, two algorithms of machine learning, namely Support Vector 
Machine and Extreme Gradient Boosting technique will be compared for classification purpose. 
Prior to the classification, the number of data attribute will be reduced from the raw data by 
extracting features using Principal Component Analysis. A clustering method, namely K-Means 
is also used for dimensionality reduction besides the Principal Component Analysis. This paper 
will present a comparison among four models based on two dimensionality reduction methods 
combined with two classifiers which applied on Wisconsin Breast Cancer Dataset. The 
comparison will be measured by using accuracy, sensitivity and specificity metrics evaluated 
from the confusion matrices. The experimental results have indicated that the K-Means method, 
which is not usually used for dimensionality reduction can perform well compared to the popular 
Principal Component Analysis. 

Keywords: Dimensionality Reduction, Machine Learning, Principal Component Analysis, K- 
Means Clustering, Breast Cancer 

1. Introduction 

The malignant tumor, also known as cancer is one of the prominent death causes globally.  As 
stated by the American Cancer Society, malignant breast tumors or breast cancer is the second 
leading death cause among women after lung cancer. In poor or developing countries where 
there is a lack of experienced doctor or physicians to perform a good prognosis of a tumor, the 
situation is much worse. Many die from this disease although a timely diagnosis of breast 
cancer can provide a higher possibility of survival. Therefore, a large number of studies are 
currently ongoing to find methods that can predict breast cancer in its early stages. 

In the field of biomedical engineering, principles of engineering, medical science and technology 
are conjoined for the initiation of prognostic and diagnostic instruments to fill the gaps between 
medicine and engineering. The need for accurate prognostic tools is strengthened due to most 
of the clinicians are susceptible to misjudge the disease test results. In the case of breast 
cancer, the tools should able to classify accurately whether patients’ tumor is a harmful 
malignant tumor or not harmful benign tumor. Many researchers have been carried out for 
prediction of breast cancer using publicly available data for comparative study. 

One of the most frequently used breast cancer data is Wisconsin Breast Cancer available at 
UCI Machine Learning Repository [1]. This dataset created by Dr. William H. Wolberg of the 
University of Wisconsin Hospital as the result of accurately diagnosing breast masses based 
solely on Fine Needle Aspiration (FNA) test. This dataset consisting of 699 instances of clinical 
data, 458 (65.52%) of them are categorized as benign (benign breast tumor), whereas 241 
(34.47%) were categorized as malignant (malignant breast tumor). Each instance consists of 9 
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attributes with assigned integer value with range 1-10 and one class category with the binary 
value of either 2 (benign) and 4 (malignant). 

A large number of researches on Wisconsin Breast Cancer (WBC) datasets are found in the 
literature [2]-[10]. The classification performances of four fuzzy rule generation methods on 
WBC data were examined in [2]. The classification accuracies of five different classifiers namely 
multilayer perceptron neural network combine neural network, probabilistic neural network, 
recurrent neural network and support vector machine [3]. The study has shown that the SVM 
achieved higher diagnostic accuracies than the other four neural network family methods. A 
study implemented Fuzzy C-Means to classify WBC data into two clusters, benign and 
malignant [4]. The experimental results show that Fuzzy C-Means has True Positive 100%, True 
Negative 87%, False Positive 0%, and False Negative 13%. Another study compared Extreme 
Learning Machine Neural Network (ELM-ANN) and Back Propagation Neural Network (BP-
ANN) [5]. The ELM-ANN algorithm excels in accuracy and specificity, but in metric sensitivity, 
BP-ANN algorithms perform better than ELM-ANN.  

Another study [6] evaluate the value of Area Under Curve (AUC) and scores cost of three 
different algorithms, namely Extreme Gradient Boosting, Support Vector Machine Kernel RBF 
and Multi-Layer Perceptron. A hyper-parameter tuning was performed to find the best 
parameters for each algorithm using detection cost false positive and cost false negative. Cost 
false positive is the cost incurred for performing FNA test. While the cost false negative is 
calculated based on how many years of potential life are lost at the time of death caused by 
breast cancer multiplied by the value of a year of life. The results show that SVM algorithm 
outperforms other algorithms based on both AUC and cost values. SVM get $2,740.2 for cost 
score and 99.23 for AUC score with detail as follows: 94.6% accuracy, 92.0% specificity and 
100% sensitivity. 

Bioinformatics data is usually high dimensionality in terms of attribute number and record 
numbers. A high attribute or feature dimensionality affects the performance of the machine 
learning algorithm used for classification [11]. Hence, prior to classification, a so-called 
dimensionality reduction is frequently employed to diminish the amount of feature. It can be 
done either by choosing only the most important feature or by extracting new features from raw 
data. Feature extracting technique based on eigenvector decomposition known as principal 
component analysis (PCA) is the most popular employed in the breast cancer prediction 
research.  PCA combined with bio-inspired machine learning method, namely artificial immunity 
was used to predict breast cancer on WBC datasets in [12]. Several measurements calculated 
from the confusion matrix, namely accuracy, detection rate and false alarm rate were evaluated 
and yielded satisfactory results except for false alarm rate. PCA was also utilized in a 
dimensional reduction in conjunction with several models, namely fixed architecture evolutionary 
neural network, variable architecture neural network, modular neural network and symbolic 
adaptive neuro evolution (SANE) for breast cancer prediction in [13], which has shown that 
SANE model yields the highest accuracy. 

An article in a just recently published manuscript [14] presented a comprehensive study for 
dimensionality reduction on WBC datasets. Both feature selection and feature extraction were 
studied in conjunction with two classification methods, namely fuzzy logic and artificial neural 
network. Feature selection was done by ranking the feature according to some measurement 
such as information gain, gain ratio, one R-algorithm and other more. Without any 
transformation, features which are in lower ranks are ignored in the classification model 
generation. In feature extraction technique where feature transformation takes place, four 
algorithms were employed namely PCA, factor analysis, linear discriminant analysis and multi-
dimensional scaling. The result of simulation on WBC dataset showed that maximum accuracy 
is obtained by the use of PCA and backpropagation neural network. 

K-Means clustering method is seldom used for dimensionality reduction, though recently 
published paper in [15] K-Means was used for hashing clustering to reduce feature 
dimensionality for image classification. This published work has explained the difference 
between image clustering and feature clustering for image classification purpose. From N 
images, image features were extracted that yields originally d number of features. Using k-
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Means based feature clustering, k new features are obtained that in turn was used to generate 
similarity-preserving binary codes of the original N images. 

2. Proposed Methodology 

All used methods involved in the breast cancer prediction tools will be briefly explained here. 
Basically a breast cancer prediction is a classification technique that doing a prognosis whether 
breast tumors are malignant or benign. In the presented work, two different methods for 
dimensionality reduction are utilized and compared. The first method is the most popular 
dimensionality reduction, namely PCA. The second method is an unusual method for this 
purpose, namely clustering technique, in this case the K-means method is chosen. K-means 
clustering method as an unsupervised machine learning can be used to create clusters as new 
features for the classification models. Fig.1 shows the functional block diagram of the suggested 
breast cancer prediction model. It consists of two phases namely: a training phase and a testing 
phase. Each phase performs Principal Component Analysis (PCA) and K-Means clustering 
method which will reduce the size of the dimensional data. The result of the dimensionality 
reduction process is a set of new features. In the training phase, the set of new features 
subsequently is used as features to generate a model. Afterward, the generated model is used 
to classify the test set in the testing phase.  

 

Figure 1. Proposed breast cancer prognosis model 
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2.1.  Classification Methods 

A classification method is a systematic methodology to build classifier from an input data set. A 
classification model is built based on a learning target function  that maps each feature set  to 

one of the predetermined class label  s.  Classification techniques are most suited for predicting 
or describing datasets with binary or nominal classes.  Classification consists of two-step 
processes. In the first step, a classification algorithm builds the classifier by examining a training 
set consisted of database tuples and their related class labels. This phase is also known as 
supervised learning since the class label of each training tuple is provided. In the second phase, 
the classifier will be used for classification. 

2.1.1.  Support Vector Machine (SVM)  

SVM is a learning machine that makes use of a hypothesis linear function space in a high 
dimensional feature space, trained with a learning technique based on optimization theory that 
obtained from statistical learning theory. SVM concept can be explained as finding the 
hyperplane that differentiates the two class, class +1 (positive) and class -1 (negative). 

2.1.2.  Extreme Gradient Boosting (XGBoost)  

Gradient Boosting Machine (GBM) is a combination of boosting method with gradient descent. 
Gradient boosting is a technique in machine learning for regression problems and generates 
predictive models in the form of weak predictive model combinations. GBM is built by making a 
new model to predict errors/residual from the previous model. Iteratively, a new model is added 
to fix the error from the previous model until no more fixes conducted. Another study [16] 
proposing additional improvements in the GBM, called XGBoost. XGBoost is a more efficient 
and scalable GBM version consisting of a collection of multiple classifications and regression 
trees. XGBoost assigns positive and negative values to every decision made. 

2.2.  Dimensionality Reduction Techniques 

The dimensionality reduction can be divided into two approaches, the first one by just retaining 
the most relevant features from the initial dataset (feature selection), the second one by 
examining the inter-dependency of the initial dataset by uncovering a smaller set of new 
features (feature extraction). The last will be used here. 

2.2.1.  Principle Component Analysis 

The most frequently used algorithm for feature extraction is the Principal Component Analysis 
(PCA). PCA would find a new set of dimensions (or a set of the basis of views) such that all the 
dimensions are orthogonal and ranked according to the variance data among them. It converts 
a set of interrelated variables into a not correlated one so-called principal components. The 
number of principal components is smaller than the number of initial dataset variables. This 
principal component is actually the eigenvectors obtained by decomposing the covariance 
matrix of the data. Before decomposing eigenvalue/eigenvector of the covariance matrix, it is 
necessary to normalize the features by subtracting the mean from each of the data dimensions. 
Afterward, the covariance matrix of data points will be calculated and then its eigenvectors and 
corresponding eigenvalues are solved. Next, the eigenvectors according to their eigenvalues 
are sorted in decreasing order. Choosing the first k (number of components) eigenvectors will 
yield the new k dimensions. Finally, PCA would transform the original dimensional data points in 
the new reduced dimensions. 

2.2.2.  K-Means Clustering.  

In this research we also use K-Means clustering to perform dimensionality reduction. The more 
common approach is the other way around, namely the dimensionality reduction used for 
clustering as in [17]. Clustering is a kind of learning by observation rather than learning by 
examples. Hence, clustering is unsupervised learning which does not need class-labeled 
training examples. Clustering is also called data segmentation, because clustering divides a 
large dataset into several segments according to their similarity. K-Means algorithm initially 
takes a k input parameter, each of which becomes a center of k clusters. The remaining object 
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in datasets is taken subsequently and allocated to the cluster which yields highly intra-cluster 
similarity. Cluster similarity is measured with respect to the cluster center, namely the mean 
value of the objects in a cluster [18]. The squared Euclidean distance is used as the measure of 
dissimilarity between the data point and a prototype vector. This process is repeated until the 
criterion function converges. Once the centroid is obtained, the newly extracted features are the 
distance of any object in the dataset in respect to the k centroids. 

K-means clustering was used for dimensionality reduction in [15] for image classification and 
dubbed as Feature Clustering Hashing method. In this work, we have implemented K-means 
clustering straightforward as proposed in [19] where the number of clusters is provided as new 
labels used as the new features. However, in [19] the new features from clustering can be an 
additional feature to the original feature or as a complete replacement of the original features. In 
the first case, i.e. an additional feature, the objective is to improve the classification models. The 
second case is the dimensionality reduction as discussed in this article.  

2.3.  Classifier performance metrics 

A classification model or classifier is a mapping from data instances to predicted classes. In 
medical cases like the current breast cancer prediction, the predicted classes are discrete and 
only have two values, namely positive value for a breast cancer class (malignant) or negative 
value for an un-harmful tumor (benign). There are four possible outcomes. If the instance is 
actually positive and it is classified as positive, it is called as a true positive (TP); if it is classified 
as negative, it is counted as a false negative (FN). If the instance is actually negative and it is 
classified as negative, it is considered as a true negative (TN); if it is classified as positive, it is 
considered as a false positive (FP). Given a classifier and a set of instances (the test set), a 
two-by-two confusion matrix can be constructed with the number of instances counted as TP, 
FP, FN and TN. 

Many common metrics are deducted from these four values in confusion matrix, including 
accuracy= (TP+TN)/(TP+FP+FN+TN), in other words accuracy is the proportion of correct 
classifier with respect to all data sets. Accuracy is not a reliable metric for the real performance 
of a classifier, because it will yield misleading results if the data set is unbalanced. Hence two 
other metrics frequently used in the medical area [20] will be considered in this work, namely 
specificity= TN/(TN+FP) and sensitivity= TP/(TP+FN). Specificity is the proportion of not breast 
cancer patients that are correctly identified by the model. Sensitivity is the proportion of breast 
cancer patients that are correctly identified by the model. Hence, the sensitivity metric is very 
important for early detection of breast cancer to avoid death casualty.  

3. Results 

To evaluate the proposed model three measurements, namely accuracy, sensitivity and 
specificity were used. Prior to executing classification, data visualization will be presented for 
granting us an insight of dimensionality reduction results.
 

3.1.  Data Visualization 

3.1.1.  Principal Component Analysis  

PCA is also benefited to simplify data, by altering data linearly so that a new coordinate system 
with the greatest variance is obtained. Fig. 2 depicts an illustration of PCA with the number of 
principal component or eigenvector n=2. Different colors are used to differentiate benign and 
malignant breast tumor data, respectively red and blue. In two principal components these two 
color are found not separated. Using 3 principal components, these two classes of tumors are 
well separated as shown in Fig. 3.
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3.1.2.  K-Means clustering 

In this research, K-Means clustering also employed to perform dimensionality reduction. 
Numbers of cluster used in K-means are determined in the range between 1 to 4. The number 
of cluster incorporation with its new label will replace the original feature, hence the dimension 
number of the feature is the same as the number of clusters. For the visualization purpose, only 

  

Figure 3. PCA with three components
 

 

  

Figure 2. PCA with two components
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result with the number of clusters k=3 is presented in Fig. 4. Stars symbol indicates the centroid 
of clusters. 

3.2.  Metric measurement for classification 

Metric measurements employed in the presented work are accuracy that indicates the 
proportion of correct predictions of a benign and malignant tumor with related of all data sets; 
specificity, namely the proportion of not harmful benign patients that are correctly identified and 
sensitivity which describes the percentage of correctly identified malignant tumor among the 
actual breast cancer patients. 

3.2.1.  Clustering used for dimensionality reduction 

The classifier performance using K-Means clustering for dimensionality reduction combined with 
SVM and XGBoost are presented in Table 1 thru 4. Up to four clusters using WBC dataset from 
which 67% is used as a training set and 33% as a testing set are presented in Table 1 and 
Table 2. Noted that the metric measurement for the number of clusters is one, namely one-
dimensional feature is taken into account in the classification for both method SVM or XGBoost 
is exceptional. The accuracy is very low as also indicated in [19] when K-means clustering used 
for dimensionality reduction. The specificity, also known as the True Negative Rate which 
indicates the percentage of healthy people who are correctly identified as not having the 
condition, scores maximum. The most important measurement to cure breast cancer timely, 
namely sensitivity is also known as True Positive Rate which indicates the percentage of sick 
people who are correctly identified as having the condition scores the lowest zero rate. 
However, when the number of clusters is two or more, all metric measurements are very good, 
even for accuracy. This suggests breast cancer feature from WBC dataset are highly correlated 
at least into two clusters.
 

  

Figure 4. K-Means with 3 clusters 
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The portion of WBC dataset used as a training and testing sets are varied and the classifier 
performance results are presented in Table 3 and Table 4 for three clusters used as feature 
extractions because from the results three clusters yield the highest sensitivity.
 

Table 1. K-Means and SVM (33% testing set) 

Number of 
clusters
 

Accuracy Specificity Sensitivity 

1 0.664 1.000 0.000 

2 0.965 0.987 0.921 

3 0.978 0.987 0.961 

4 0.965 0.980 0.934 

Table 2. K-Means  and XGBoost (33% testing set) 

Number of 
clusters
 

Accuracy Specificity Sensitivity 

1 0.664 1.000 0.000 

2 0.965 0.987 0.921 

3 0.978 0.987 0.961 

4 0.965 0.980 0.934 

Table 3. K-Means and SVM (3 clusters) 

Ratio Accuracy Specificity Sensitivity 

50-50 0.982 0.987 0.975 

60-40 0.978 0.983 0.968 

67-33 0.978 0.987 0.961 

70-30 0.976 0.985 0.958 

80-20 0.978 0.989 0.955 

Table 4. K-Means and XGBoost (3 clusters) 

Ratio Accuracy Specificity Sensitivity 

50-50 0.980 0.982 0.975 

60-40 0.978 0.983 0.968 

67-33 0.978 0.987 0.961 

70-30 0.978 0.983 0.968 

80-20 0.980 0.982 0.975 

3.2.2.  PCA used for dimensionality reduction 

The classifier performance using PCA for dimensionality reduction combined with SVM and 
XGBoost are presented in Table 5 thru 8. Up to the first four eigenvectors as new features or 
principal components are provided using WBC dataset from which 67% is used as training set 
and 33% as a testing set are presented in Table 5 and Table 6. The portion of WBC dataset 
used as a training and testing sets are varied and the classifier performance results are 
presented in Table 7 and Table 8, respectively for three principal components. 

Table 5. PCA  and SVM (33% testing set) 

Number of 
components


 
Accuracy Specificity Sensitivity 

1 0.9707 0.9718 0.9701 

2 0.9756 0.9859 0.9701 

3 0.9659 0.9859 0.9627 
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4 0.9659 0.9859 0.9522 

 

Table 6. PCA  and XGBoost (33% testing set) 

Number of 
components


 
Accuracy Specificity Sensitivity 

1 0.9707 0.9718 0.9701 

2 0.9707 0.9718 0.9701 

3 0.9659 0.9577 0.9701 

4 0.9659 0.9577 0.9701 

 

Table 7. PCA and SVM (3 components) 

Ratio Accuracy Specificity Sensitivity 

50-50 0.9766 0.9916 0.9686 

60-40 0.9745 0.9895 0.9665 

67-33 0.9659 0.9859 0.9627 

70-30 0.9707 0.9859 0.9627 

80-20 0.9781 1.0000 0.9677 

 

Table 8. PCA and XGBoost (3 components) 

Ratio Accuracy Specificity Sensitivity 

50-50 0.9766 0.9832 0.9731 

60-40 0.9745 0.9895 0.9665 

67-33 0.9659 0.9577 0.9701 

70-30 0.9659 0.9577 0.9701 

80-20 0.9708 0.9773 0.9677 

4. Conclusions 

The presented article has shown that the number of features for classification of breast cancer 
from the original WBC data set can be reduced by the feature extracting, namely transforming 
original data using principal component (eigenvector) decomposition and also using K-means 
clustering technique. The last mentioned technique is quite unusual tools for dimensionality 
reduction. In that case, the feature extraction is done by transforming data from the original 
dimensional to new dimensional based on the Euclidian distance from each cluster centroids. 

The metric measurement results that the dimensionality reduction using K-means cluster is 
almost as good as PCA with the reduced feature number at least two clusters.  Using only one 
cluster in K-means clustering yields incorrect classification model regarding True Positive Rate, 
i.e. sensitivity. Sensitivity as per definition the proportion of breast cancer patients that are 
correctly identified by the model, is the most important measurement for the sake of early 
detection of breast cancer. 
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